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P1. (Problem 3.3.)(Borel–Cantelli lemma) If (An)n∈N is a family of measurable subsets of a prob-
ability space (X,B, µ) and

∑
n∈N µ(An) < ∞, then

µ({x ∈ X | x ∈ An for infinitely many n ∈ N}) = 0.

Solution: Notice that what we want to prove is µ(
⋂

N∈N
⋃

n≥N Aj) = 0. As µ is finite and
(
⋃

n≥N An)N is a nested sequence of sets, we have that by continuity of the measure and
subadditivity:

µ(
⋂
N∈N

⋃
n≥N

Aj) = ĺım
N→∞

µ(
⋃
n≥N

Aj) ≤ ĺım
N→∞

∑
j≥N

µ(Aj) = 0, (1)

in where the last equality comes from the fact that
∑

n∈N µ(An) < ∞.

P2. Let (X,F , µ) be a measure space and f a measurable function. Prove the Markov-Chebyshev
inequality:

∀α > 0, µ({|f | > α}) ≤ 1

α

∫
{|f |>α}

|f | dµ ≤ 1

α

∫
|f | dµ,

where we denote {|f | > α} = {x ∈ X | |f(x)| > α}.

Solution: Observe that

µ({|f | > α}) =
∫

1·1{|f |>α}(x)dµ(x) ≤
∫

|f(x)|
α

1{|f |>α}(x)dµ(x) =
1

α

∫
{|f |>α}

|f | dµ ≤ 1

α

∫
|f | dµ.

(2)

P3. Let (X,FX , µ) and (Y,FY , ν) be probability spaces, and let T : X → Y be a measurable function.
Define Tµ(A) := µ(T−1(A)) for each A ∈ FY . Prove that ν = Tµ if and only if for all integrable
function f : ∫

Y
f dν =

∫
X
f ◦ T dµ. (3)

Solution: (⇐) For any set A ∈ FY , take f = 1A in eq. (7) to get ν(A) = µ(T−1A).
(⇒) Let f =

∑
i∈I ci1Ai a simple function. Then∫

X
f◦Tdµ =

∫
X

∑
i∈I

ci1Ai◦Tdµ =
∑
i∈I

ci

∫
1T−1Ai

dµ =
∑
i∈I

ciµ(T
−1Ai) =

∑
i∈I

ciν(Ai) =

∫ ∑
i∈I

ci1Aidν.

(4)
Hence, the statement is true for simple functions. Let f be a positive measurable function. Take
(fn)n a sequence of positive simple functions such that fn ↗ f as n → ∞. Then fn ◦T ↗ f ◦T
as n → ∞ as well, so by monotone convergence theorem, we have that having for each n ∈ N∫

Y
fn dν =

∫
X
fn ◦ T dµ, (5)

implies that ∫
Y
f dν = ĺım

n→∞

∫
Y
fn dν = ĺım

n→∞

∫
X
fn ◦ T dµ =

∫
X
f ◦ T dµ. (6)



Consequently, we have the statement for positive functions. To conclude, notice that for every
measurable function f , we can write f = f+ − f− where f+ and f− are positive integrable
functions. Thus,∫
Y
f dν =

∫
Y
f+ dν−

∫
Y
f− dν =

∫
X
f+◦T dµ−

∫
Y
f− dν =

∫
X
f−◦T dµ =

∫
X
(f+−f−)◦T dµ =

∫
X
f◦T dµ,

(7)
concluding.

P4. (Problem 3.2.) Let (X,B, µ) be a probability space. Let (An)n∈N be a family of measurable
sets with a = infn∈Nµ (An) > 0. We aim to show that there is a set E ⊆ N such that d̄(E) :=

lim supN→∞
|E∩{1,...,N}|

N ≥ a, and for any finite set F ⊆ E,F ̸= ∅, one has µ
(⋂

n∈F An

)
>

0.

Solution: First of all, notice that we can assume without loss of generality that for every
F ⊆ N finite, we have that

⋂
n∈F An ̸= ∅ if and only if µ(

⋂
n∈F An) > 0. Indeed, we can replace

(An)n∈N by (Ãn)n∈N where

Ãn = An \
⋃
F∈F

⋂
n∈F

An,

where
F = {F ⊆ N | |F | < ∞,

⋂
n∈F

An ̸= ∅, µ(
⋂
n∈F

An) = 0}.

Notice that
⋃

F∈F
⋂

n∈F An is countable union of finite intersection of measurable sets, so it is
measurable. Moreover, it has measure zero because the aforementioned sets have measure zero.
So, we have that for each n ∈ N, Ãn ⊆ An is such that

µ(An) = µ(Ãn),

and the same applies for every finite intersection, which shows that we can replace An by Ãn

Notice that by Fatou’s lemma∫
lim sup
N→∞

1

N

N∑
n=1

1An(x)dµ(x) ≥ lim sup
N→∞

∫
1

N

N∑
n=1

1An(x)dµ(x) = lim sup
N→∞

1

N

N∑
n=1

µ(An) ≥ a.

Therefore, there is x ∈ X such that

lim sup
N→∞

1

N

N∑
n=1

1An(x) ≥ a.

Call E = {n ∈ N | x ∈ An}. Then notice that n ∈ E if and only if 1An(x) = 1. Hence, we have
that

d(E) = lim sup
N→∞

1

N

N∑
n=1

1E(n) = lim sup
N→∞

1

N

N∑
n=1

1An(x) ≥ a.

In addition, for every finite subset F ⊆ E, we have that ∀n ∈ F , x ∈ An, and thus
⋂

n∈F An ̸= ∅,
which implies that µ

(⋂
n∈F An

)
> 0.
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